
Introduction
Rheumatology is a rapidly changing specialty with hun-
dreds of clinical trials being published in the field every 
year. It is nearly impossible to keep up with the literature, 
and almost as difficult to discern which trials provide valu-
able new knowledge, and which have little to offer the prac-
tising rheumatologist.

The goal of this article is to help solve this problem. We 
will briefly describe the characteristics of well- and poor-
ly-designed trials thereby serving as a guide to identify 
when a trial’s design, analyses, or conclusions suffer from 
errors that range from poor choice of patient populations 
to misidentification of a class effect among agents. A check-
list has also been created that can be used to quickly assess 
new research reports and assist in interpreting their con-
clusions.    

Study Design
Depending on the type of clinical evidence available, the 
risk of bias varies. It is important to be aware of the level of 
clinical evidence before interpreting the results. Based on  

 
the level of evidence available to answer a particular clini-
cal query, or research question, the strength of recommen-
dations varies. This is universally accepted and recently the 
Canadian Rheumatology Association (CRA) rheumatoid ar-
thritis (RA) guidelines used the same grid (Table 1).

Type of study. Prospective trials look forward and track the 
development of outcomes over time in their chosen popu-
lations. Retrospective trials look backward at past records 
to determine whether certain risk factors or past interven-
tions that differed between two groups influenced specific 
outcomes. Although retrospective trials can produce useful 
long-term data, certain kinds of bias are more common in 
retrospective than in prospective studies, and this can af-
fect the validity of their results.2,3 In addition, retrospective 
studies may lack necessary baseline parameters that are 
required to be controlled to assess independent effects.3 
For example, a retrospective examination of septic arthritis 
as a complication of RA over 35 years was done at a single 
centre, but information on disease activity, functional out-

JOINT COMMUNIQUÉ

CRAJ 2016 . Volume 26, Number 4 23

How to Analyze Clinical Trial Research  
in Rheumatology
By : Philip Baer, MD, MDCM, FRCPC, FACR*; Michael Starr, MD†; Nigil Haroon, MD‡

*Clinical Rheumatologist; Chair, Section of Rheumatology, Ontario Medical Association, Toronto, Ontario; 
†Assistant Professor of Medicine, McGill University; Rheumatologist, McGill University Health Center, 
Montreal, QC; ‡Clinician Scientist, Rheumatologist, University Health Network, Toronto, Ontario.

Table 1: 

System for Assigning Level of Evidence and Strength of Recommendation1

Levels of Evidence  Strength of Recommendation

I. Meta-analyses, systematic reviews of RCT, or individual RCT A. Strong recommendation: 
 • Direct level I evidence

II. Meta-analyses, systematic reviews of observational studies  B. Moderate recommendation: 
(cohort/case control studies), or individual observational studies • Direct level II evidence or extrapolated level I evidence

OR

RCT subgroup/post hoc analyses C. Weak recommendation: 
III. Nonanalytic studies, eg., case reports, case series • Direct level III evidence or extrapolated level II evidence

IV. Expert opinion D. Consensus recommendation:                                     D. Consensus recommendation:            
NR Recommendations are not linked to evidence                         • Expert opinion based on very limited evidence

RCT = randomized controlled trial; NR = not reported. 



comes, and structural damage, factors that could affect the 
outcome, were not available for most patients.4 

Randomization and blinding are excellent methods to 
minimize bias. If patient allocation to treatment groups is 
not randomized, investigators may inadvertently place pa-
tients who are sicker into the treatment group they believe 
is more effective. If the study is not blinded, patients, inves-
tigators, and outcome assessors may overestimate treatment 
effects, especially for subjectively assessed outcomes.5 Both 
lack of randomization and nonblinding have been associ-
ated with an increased likelihood of a new therapy being 
found to be superior to its comparator.6

Even randomized controlled trial results obtained by 
post hoc or subgroup analyses are subject to bias.7,8 A post 
hoc analysis examines the data after the trial is completed 
and reports on end points that were not prespecified in the 
study design. It has been suggested that not disclosing to 
the reader that an analysis is post hoc should be consid-
ered scientific misconduct.9

Subgroup analyses involve analyzing the data in specific 
patient groups (divided by age, sex, disease severity, or oth-
er factors) to see whether a treatment worked particularly 
well in a particular type of patient. Unfortunately, if enough 
subgroups are specified, the likelihood of a false positive 
result increases: carrying out 10 subgroup analyses results 
in a 40% chance of at least one producing a false positive 
result at the p < 0.05 significance level.7 A correction factor 
for multiple comparisons, such as the Bonferroni correc-
tion, should be used in this situation.10

Patient population. Clinicians can apply the results of a tri-
al to patient care only if the trial patients resemble those 
seen in clinical practice. The first table in a clinical trial 
report usually summarizes the characteristics of the patient 
population, including age, sex, disease severity and/or du-
ration, comorbidities, and medication history. Ideally, trial 
patients should be similar to practice patients in most of 
these respects. In particular, trial results observed in pa-
tients who are more or less ill, in a different age group, of 
a different sex, have more or fewer comorbidities, or have 
failed more or fewer previous medications are less likely to 
be applicable to all patients with the studied condition. 
Check for allowed rescue therapies and concomitant med-
ications as well as baseline differences between the treat-
ment groups. It has been estimated that only 5% of patients 
seen in typical rheumatology clinical practice would be eli-
gible for RA clinical trials based on common inclusion and 
exclusion criteria.11

Decisions around patient recruitment techniques may 
result in a skewed patient population. For example, a recent 
low back pain trial recruited all patients from a single back 
pain clinic in a tertiary hospital.12 A patient population 
from such a specialized setting may not reflect the average 
Canadian clinician’s practice in terms of sociodemographic 
characteristics, lifestyle factors, or circumstances, and the 
trial’s results may therefore not apply to patients outside 
this small population. 

To avoid this limitation, large trials often recruit patients 
from a wide range of centres, ideally in different parts of 
the world. However, this carries its own risk of lack of stan-
dardization of both the intervention and the end point 
measurements. In addition, trials done in areas with poor 
access to health care may show higher than usual place-
bo response rates due to patients remaining in the trial 
in order to access otherwise unavailable medical care. (P. 
Baer, personal communication, June 15, 2016) Risk profiles 
reported in studies conducted in populations with higher 
rates of geographically endemic conditions, such as tuber-
culosis or hepatitis, may not be applicable to other popu-
lations.

Sometimes a trial is designed to include only patients in 
a certain age or disease severity category. For example, al-
though the original Trial of Etanercept and Methotrexate 
With Radiographic Patient Outcomes (TEMPO) included 
RA patients with any level of disease severity if they had 
failed a disease-modifying antirheumatic drug (DMARD) 
other than methotrexate,13 a TEMPO extension study in-
cluded only patients with moderate disease.14 While this 
was clearly disclosed, it does mean that the study’s results 
are not necessarily as applicable to patients with mild or 
severe disease.

Similarly, the RAPID-axSpA trial studied certolizumab 
in patients with axial spondyloarthritis and found signifi-
cant benefit compared to placebo. However, the study only 
recruited patients with a C-reactive protein (CRP) above  
7.9 mg/L and/or sacroiliitis on MRI according to the ASAS/
OMERACT definition, so its results can only be applied to 
patients with those characteristics.15

Study populations also need to be large enough to detect 
a real difference between treatments if one exists; other-
wise, a negative result may be meaningless, and the trial 
misleading to clinicians looking for information applicable 
to their practices. The number of patients needed to de-
tect a difference depends on the frequency or variability 
of the outcomes being measured and the expected effect 
of the intervention(s) being studied, among other factors, 
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and statisticians have developed formulas (power calcula-
tions) to calculate it.16,17 However, because patient recruit-
ment can be more difficult than expected, studies may be 
underpowered and conclude, erroneously, that there is no 
difference between treatment arms (type 2 error). Further-
more, trials rarely perform power calculations for subgroup 
analysis, leaving them frequently underpowered and at an 
even greater risk of false-negative results.18

This was a significant issue for rheumatology trials in 
the past19 but may still occur. For example, a 2012 trial of 
combined physiotherapy and acupuncture in patients with 
severe knee osteoarthritis awaiting surgery found no ben-
efit over usual care, but the required sample size was not 
achieved.20 A 2014 trial comparing etanercept plus meth-
otrexate with various DMARDs plus methotrexate did not 
achieve a significant difference in some of its end points 
due to patient attrition that led to underpowering.22

Similarly, the ABILITY-1 trial for nonradiographic axial 
spondyloarthritis (nrAxSpA) excluded patients who fulfilled 
the modified New York criteria for ankylosing spondylitis 
(AS).21 However, central post hoc reading of 102 patient 
X-rays led to reclassifying 38 patients as indeed fulfilling 
these criteria. Since the trial included only 185 patients, 
the reclassification of such a large proportion resulted in 
low power and the US Food and Drug Administration's 
Arthritis Advisory Committee rejected an application to 
extend the indication for adalimumab to include patients 
with nrAxSpA.23

Interventions. In non-placebo-controlled trials, the choice 
of comparator is vital: a comparison with an intervention 
less effective than the standard of care for the condition 
being treated will not accurately demonstrate the tested 
agent’s clinical usefulness.24 The ADACTA trial is an exam-
ple of the issue involved. This trial showed that tocilizumab 
monotherapy was superior to adalimumab monotherapy in 
patients with RA. Adalimumab was chosen because it was “a 
globally adopted, first-line biological therapy (in combina-
tion with methotrexate and as a monotherapy) in patients 
with rheumatoid arthritis who are refractory to nonbiologi-
cal disease-modifying antirheumatic drugs.”25 However, the 
known efficacy of tocilizumab as a monotherapy agent, as 
opposed to the usual use of adalimumab in combination 
with methotrexate, must be considered when reviewing the 
trial outcomes.

To be useful in clinical practice, trials also need to reflect 
commonly used and/or approved doses of both the drug 
being tested and its comparator(s). For example, a psoriatic 

arthritis (PsA) trial compared 7.5–15.0 mg of methotrexate 
weekly to placebo in order to determine the efficacy and 
safety of low-dose methotrexate. The trial reported no sig-
nificant difference in the number of swollen and tender 
joints with methotrexate use. However, given that the dose 
selected was markedly lower than what is commonly used in 
clinical practice, the trial’s results are not truly applicable 
to Canadian physicians.26

Similarly, a low back pain trial compared celecoxib 400 
mg/day (the maximum recommended daily dose) with ac-
etaminophen 1,000 mg/day (the maximum recommended 
dose is 3,200–4,000 mg/day).12 It is not surprising that ce-
lecoxib showed superior effects on pain. Another example 
is the SATORI trial in RA, which compared tocilizumab with 
methotrexate 8 mg/week—a dose much lower than is usu-
ally used in North America.27

Note that even placebo-controlled trials can have inher-
ent bias, since route of administration has the potential to 
influence how effective an intervention is perceived to be 
by participants.28,29 Whenever possible, well-designed trials 
will ensure all treatment arms, including placebo, are ad-
ministered via the same route.

End points. Study end points need to be carefully defined 
in order to produce valid results. Disease activity scores, 
American College of Rheumatology (ACR) responses, and 
blood test results have predetermined criteria that improve 
their reproducibility, but more subjective end points, such 
as assessments of functional limitation, disease activity, or 
quality of life, may by fuzzier and subject to disagreement. 
Surrogate measures, such as biomarker levels, may be erro-
neously accepted as disease outcomes even when they are 
less meaningful than primary outcomes such as remission. 
Unvalidated end points (such as the use of spondyloarthri-
tis measures like Spondyloarthritis Research Consortium of 
Canada [SPARCC] scores in a mechanical back pain study12) 
may not correlate with disease activity in conditions other 
than those they were designed for.

End points also need to matter in the sense of reflecting a 
true change in a patient’s well-being. For example, RA trials 
often include erosion measurements, and though minimal 
clinically important differences have been established, the 
clinical implications of small differences in erosion scores, 
even when statistically significantly different from the com-
parator, are not always clear.30 When possible, prior to study 
initiation, questionnaires should be validated in the con-
dition being studied to confirm that a positive result truly 
correlates with a change in the patient’s condition.
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End points should also reflect an appropriate level of fol-
low-up for the condition being treated. Early results may 
either underestimate or overestimate long-term treatment 
results. In particular, studies using the modified Stoke An-
kylosing Spondylitis Spine Score (mSASSS) to measure ra-
diographic damage in AS need long-term follow-up to see 
useful results.

Finally, end points may include adverse events, and the 
way they are reported is important. Event rates can be exag-
gerated or downplayed by being expressed differently: as a 
percentage of all patients, as absolute numbers, as numbers 
per 100 patient-years, and so on. Make sure the event rates 

include events from the entire duration of the trial, since 
not all events have an acute onset.

Results
The first diagram in a trial report is often a patient flow di-
agram showing the numbers of patients recruited, exclud-
ed from participation, randomized into each treatment 
group, and followed up at specified time points (Figure 1). 
This useful diagram provides a quick way to look at how the 
study population changed over time and determine how 
many of the enrolled patients are actually included in the 
results.
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Study Design

c	 Was the trial prospective?

c Was the trial randomized and double-blind?

c Were the end points reported those originally specified in the study design?

c Did all the patients actually have the condition being studied?

c Were the baseline characteristics similar between groups?

c Were the patients involved similar to those you see in your practice?

c Was the study population large enough to detect differences between treatments?

c Did the comparator represent the standard of care?

c Was the comparator dosed in the commonly used/approved way?

c If the comparator was placebo, was the route of administration the same as the active treatment?

c Were the end points objective or, if subjective, measured with validated instruments?

c Had all surrogate end points (such as blood levels) been previously demonstrated to correlate with disease 
activity?

c Were the end points measured at clinically relevant times and was the follow-up period long enough to capture 
clinically meaningful outcomes?

c Did all the end points reflect clinical differences in patient well-being?

c Did the adverse event rates include events from the entire trial duration?

Additional Considerations for Subgroup Analysis

c Was the subgroup analysis predefined or carried out post hoc?

c Would eligibility criteria, investigator assumptions, or gold standards used as part of original study affect results 
of the analysis?

c Were sample size calculations completed to ensure sufficient power for subgroup analyses?

*The more questions you can answer with a “yes,” the better the quality of the trial and its reporting.

26



Analyzing the data. An intent-to-treat (ITT) analysis looks 
at the results for all patients randomized to any treatment 
group, even if they never receive treatment. This is the least 
biased method of analyzing trial data.31-33 However, some 
investigators instead do an as-treated analysis, which com-
pares patients based on what treatment they actually re-
ceived, or a per-protocol analysis, which uses only the data 
from subjects who met all the protocol criteria and com-
pleted their assigned treatments. Not only can the reduced 
sample sizes resulting from these approaches cause a loss 
in statistical power to detect treatment differences, but the 
benefits of randomization are lost.34

Missing data from patients who dropped out can be 
handled in various ways. A rigorous approach is nonre-
sponder imputation, which assumes that all subjects with 
missing data didn’t meet the study end points. Another is 
imputation, where the subject’s other responses are used 
to estimate the missing data point(s), although it is impos-
sible to check the accuracy of these estimates. A third is 
last-observation-carried-forward (LOCF) analysis, which 
uses the subject’s most recent data point in place of the 
missing one. This is a common approach, but since a key 
reason for patients to drop out is lack of clinical benefit, 
LOCF analyses tend to inflate the success rates of all treat-
ment arms. 

An even more rigorous approach than nonresponder im-
putation was used by the Oral Rheumatoid Arthritis Phase 
3 Trials Standard (ORAL Standard) study, comparing tofac-
itinib, adalimumab, and placebo in RA.35 Patients were as-
sessed for nonresponse after 3 months, and nonresponding 
placebo patients were advanced to active therapy. However, 
nonresponding patients at 3 months in an active treatment 
group were not eligible to be categorized as responders at 
the primary end point assessment at 6 months, even if they 
had become responders by that time. This is called nonre-
sponder imputation with advancement penalty. The same 
design was used in the FUTURE 2 trial of secukinumab in 
PsA and the MEASURE trials of the same drug in AS, mak-
ing the data look less robust through this stringent trial 
design.36,37

When examining results, it is also useful to look at when 
end points were measured. Some trials are ended early for 
ethical reasons (one treatment has been shown to be so 
much better than the other that it is unethical to keep pa-
tients on the inferior treatment), but it is also possible to 
publish positive outcomes at interim time points, which 
may not reflect final study outcomes. This occurred in the 
Celecoxib Long-term Arthritis Safety Study (CLASS) of ce-
lecoxib versus traditional nonsteroidal anti-inflammatory 
drugs (NSAIDs), with positive results at 6 months being 
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Figure 1.  A good example of a patient flow diagram from the ADACTA trial, although details of the reasons for patient 
withdrawals would improve it.25

*One patient in the adalimumab group who did not receive study treatment was not included in the intention-to-treat population. †Does not include the 
two escape patients who withdrew.

126 ineligible452 patients screened

326 randomly assigned

163 assigned to adalimumab* 163 assigned to tocilizumab

125 completed 
treatment

132 completed 
treatment

28  
withdrew†

24  
withdrew

2 withdrew from 
escape treatment

0 withdrew from 
escape treatment

10 given escape 
treatment

7 given escape 
treatment

Figure 1: 

Example of a Patient Flow Diagram
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published, whereas the results at the 12 months end point 
of the trial were negative.38 Look back at the trial protocol 
to see whether results are being provided for all the time 
points originally planned, as well as for all the end points 
listed in the protocol. 

Interpreting Results. 
The ways in which data are described affect the way they 
are perceived. For example, it has been shown that physi-
cians are more likely to use a therapy if its trial results are 
presented as a relative risk reduction (drug A reduced the 
risk by 40% more than drug B) rather than an absolute risk 
reduction (drug A reduced the risk from 10% to 5.8% while 
drug B reduced it from 10% to 7%) or number needed to 
treat (NNT; treating 83 patients with drug A instead of drug 
B would prevent one event).39

Data presentation. There are many ways to show data vi-
sually in order to make it easier for the reader to grasp. 
Kaplan-Meier survival curves are frequently seen in cardi-
ology and oncology trial papers, but less so in rheumatol-
ogy articles, which tend to use line graphs to demonstrate 
changes in outcome measures over time. Line graphs and 
bar graphs can be manipulated, however, most frequently 
by not including the entire y-axis, which can make an out-
comes difference look much larger than it is. 

Forest plots (Figure 2) are less common but are especially 
good at showing efficacy results for either a range of end 
points or the same end point in several subgroups (or sev-
eral studies in the case of a meta-analysis). A single line is 
used to show each result, with a central box representing 
the mean effect estimate. In meta-analysis plots, the area 
of the box may vary to show the weight given to each study. 
The width of the line to either side of the box shows the 
confidence intervals (CIs) for that result. If they cross the 
vertical midline, which can represent a relative risk of 1 

or a difference between groups of 0, the result is not con-
sidered statistically significant, since that means that the 
true result could lie on either side of the line and thus 
could favour either side.

Statistics. It has been standard practice for many years to 
use p values to calculate whether the results in a treat-
ment group are statistically significantly different from 
those of a comparator group. In recent years, however, p 
values have come under scrutiny since they depend on 
not only the data but also the statistical method used and 
the assumptions made.41 In addition, p values are often 
misconstrued as representing the probability of the null 
hypothesis being true (i.e., a p value of 0.04 means that 
there is only a 4% chance that the null hypothesis is true), 
rather than the probability of these results occurring if 
the null hypothesis were true (i.e., if there were no dif-
ference between the treatment groups, a p value of 0.04 
means there would be only a 4% chance of getting these 
results by chance alone).

Another disadvantage of p values is that if enough tests 
are done, some will be positive through chance. A trial de-
sign with a large number of end points may be a sign that 
the researchers are hoping that at least one end point will 
prove to be statistically significant by the law of averages.

Some journals now prefer9 that statistical significance 
be expressed through confidence intervals (CIs), which 
indicate the random variation around a point estimate. 
Unlike p values, CI calculations produce an estimated 
point value and show the range of values for the popula-
tion (not the sample alone) that could plausibly produce 
that value. Rather than simply rejecting or supporting 
a null hypothesis, CIs also provide information on the 
variability (precision) of the sample statistic and its 
probable relationship to the population from which the 
sample was drawn.42

Results
c	 Were all the enrolled patients included in the results (ITT analysis)?

c Were reasons given for patients who withdrew from the trial?

c Were dropout patients’ results treated as if they were nonresponders? 

c Were results provided for all the trial’s specified end points?

c Were results provided for all the measured time points?

*The more questions you can answer with a “yes,” the better the quality of the trial and its reporting.
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Drawing conclusions: In the discussion section of a paper, it 
is not uncommon to find study authors theorizing about 
the potential implications of their results. While such 
hypothesizing can be thought-provoking, it can lead the 
reader toward conclusions that are not actually support-
ed by the data in the paper. For example, the authors of 
a placebo-controlled trial paper may discuss their results 
in comparison with those of another placebo-controlled 
trial although the two trial designs may have been vastly 
different. Head-to-head trials are the only way to reliably 
compare two interventions.

Authors may also discuss the fact that all other pub-
lished trials involving a specific agent have demonstrated 
positive effects. This may be an inaccurate assumption: 
since trials with positive results are more likely to be cit-
ed and published, particularly in higher impact journals, 
than those with negative results, investigators may feel 

pressure to publish only those papers or report only those 
end points that achieved statistical significance.7,41,43

Discussions about class effects often appear at the 
end of papers, since there is a tendency to assume that 
drugs with the same mechanism of action, or even those 
only described as being in the same class, will have simi-
lar effects. Class effects are difficult to characterize and 
there is no uniformly accepted definition. This makes it 
difficult to determine whether a class effect even exists 
for a set of drugs, before establishing whether a partic-
ular agent shares that effect. It has been suggested that 
rather than assuming a class effect, clinicians apply a 
hierarchy of evidence when making decisions about 
drugs within a supposed class (Table 2). In general, it 
is considered wiser to look for evidence for a specific 
drug’s efficacy and safety in a specified condition, as 
regulatory agencies do.

Figure 2.  Example of a forest plot showing relative risk results for a number of end points in the Canadian Methotrexate and 
Etanercept Outcome Study.40 Where the black box is on the left side of the midline, the result favours etanercept; where it is 
on the right side, it favours etanercept plus methotrexate. The midline here represents a relative risk of 1, meaning no effect 
was seen.

CDAI = clinical disease activity index; DAS = disease activity score; ETN = etanercept; LDA = low disease activity; MHDA = moderate-to-high disease activity; 
MTX = methotrexate; RR = relative risk; SDAI = simplified disease activity index; aLDA = DAS28 < 3.2; bMHDA = DAS28 ≥ 3.2; cDAS28 Remission = DAS28 < 2.6; 
dCDAI Remission = CDAI ≤ 2.8; eSDAI Remission = SDAI ≤ 3.3

DAS28 LDAa Response for All Patients       

DAS28 LDAª Response for Patients with LDAa at Randomization

DAS28 LDAa Response for Patients with MHDAb at Randomization

EULAR Good Response for All Patients

EULAR Good Response for Patients with LDAa at Randomization

EULAR Good Response for Patients with MHDAb at Randomization

EULAR Moderate Response for All Patients

EULAR Moderate Response for Patients with LDAa at Randomization

EULAR Moderate Response for Patients with MHDAb at Randomization

DAS28 Remissionc for All Patients

CDAI Remissiond for All Patients

SDAI Remissione for All Patients

RR (95 % CI)

1.45 (1.00, 2.11)

1.18 (0.86, 1.62)

3.74 (1.13, 12.40)

1.39 (0.91, 2.13)

1.13 (0.76, 1.68)

3.45 (1.03, 11.50) 

1.12 (0.73, 1.72)

0.96 (0.48, 1.90)

1.29 (0.74, 2.27)

1.92 (0.95, 3.88)

1.42 (0.86, 2.33)

1.29 (0.78, 2.14)

Favours ETN Favours ETN+ MTX

Figure 2: 

Example of a Forest Plot
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Interpreting Results

c	Were results expressed in absolute as well as relative terms?

c Were graph axes shown in full?

c Were confidence intervals used to demonstrate statistical significance?

c Are the differences consistent across other studies?

c Did the authors confine their conclusions to the drug(s) being tested and not over-extrapolate?

c Did the discussion section avoid making conclusions about other trials?

c Do the findings make biological sense?

*The more questions you can answer with a “yes,” the better quality of the trial and its reporting.

27c

Table 2: 

Levels of Evidence for Comparing the Efficacy of Drugs within the Same Class.*44

Level Comparison Study Patient Outcomes Threats to Validity

1 Within a head-to-head RCT Identical Clinically important • Failure to conceal randomization scheme 
  (by definition)  • Failure to achieve complete follow-up 
    • Failure to achieve double-blinding 
    • Soundness of outcome assessment

2 Within a head-to-head RCT Identical Validated surrogate • Those of level 1 plus validity of surrogate  
  (by definition)   outcome for clinically important outcomes

2 Across RCTs of different  Similar or different Clinically important or • Those of level 1 plus differences between 
 drug vs. placebo (in disease and validated surrogate  trials in:  
  risk factor status)   – Methodologic quality (adequacy 
      of blinding, allocation concealment, etc) 
     – End point definition 
     – Compliance rates 
     – Baseline risk of outcomes

3 Across subgroup analyses  Similar or different Clinically important • Those of level 1 (plus or minus those of 
 from RCTs of different   or surrogate  level 2) plus: 
 drugs vs. placebo    – Multiple comparisons, post hoc data  
      dredging 
     – Underpowered subgroups 
     – Misclassification into subgroups

3 Across RCTs of different  Similar or different Unvalidated surrogate • Surrogate outcomes may not capture all 
 drugs vs. placebo    of the effects (beneficial or hazardous) of  
     a therapeutic agent

4 Between nonrandomized  Similar or different Clinically important • Confounding by indications, compliance,  
 studies (observational     and/or calendar time 
 studies and administrative    • Unknown/unmeasured confounders 
 database research)   • Measurement error 
    • For outcome research: limited databases,  
     coding systems not suitable for research

*Clinically important outcomes refer to long-term efficacy data, and the particular end points depend on the condition being treated. Surrogate outcomes 
are considered validated only when the relationship between the surrogate outcome and clinically important outcomes has been established in long-term 
randomized clinical trials.
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Discussion/Summary
This article has attempted to discuss the many factors that 
determine whether the results of a clinical trial can be 
applied to the patients in one’s own practice. This is not 
an exhaustive review and many articles have debated the 

details at length. However, it is hoped that we have pro-
vided—along with the accompanying checklist for trial 
quality—an introduction to practising rheumatologists for 
better evaluation of the trial reports that cross their desks.
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Absolute difference: The difference in the size of an outcome between two groups. For example, if drug A reduces an outcome by 10 
points and drug B reduces it by 15 points, the absolute difference is 5 points. Contrast relative difference.

Adjusted analysis: An analysis that accounts (by adjusting) for baseline differences in important patient characteristics.

Attrition: The loss of participants over the course of a study, also called loss to follow-up.

Baseline: The initial time point in a study, just before the participants begin to receive the intervention being tested.

Blinding: A trial design procedure in which one or more groups involved in the trial (such as patients, investigators, and outside 
reviewers) are unaware of which patients have received which interventions.

Case-control study: A study in which patients with a particular condition are “matched” with controls (the general population, patients 
with another condition, etc). Data are then compared between the two groups, looking for significant differences. Usually retrospective 
and frequently concerned with causes of disease, rather than treatment.

Censored: In studies where the outcome is the time to a particular event, a term describing the lack of data from participants whose 
outcome is unknown. For example, if a patient is known to be alive only up to a certain point, “survival time” is censored at that point.

Clinically significant: A description of an effect large enough to be of practical importance to patients and health care professionals.

Cohort study: A study in which groups of people are chosen based on their exposure to a specific agent or their development of a 
certain condition and their long-term health is followed. May be retrospective.

Confidence interval (CI): A measure of the uncertainty around the result of a statistical analysis. A 95% confidence interval (abbreviated 
95% CI) means that if the study were repeatedly done with other groups from the same population, 95% of the confidence intervals from 
those studies would contain the true value. Wider confidence intervals (eg, 90%) indicate less precision.

Confidence limits: The upper and lower boundaries of a confidence interval.

Control arm/group: A group of study participants who resemble those receiving the intervention being tested but who do not receive 
that intervention. 

Controlled trial: A type of clinical trial in which outcomes are compared to a standard called the control. The control may be another 
intervention (active control), a placebo (placebo control), or observations from an earlier trial (historical control).

Crossover design: A trial design in which groups of participants receive two or more interventions in a particular order. For example, 
in a two-by-two crossover design, one group receives drug A initially, then drug B during a later phase. The other group receives drug B 
initially, followed by drug A. 

Double-blinding: A type of masking in which two groups, typically investigators and patients, are unaware of which patients have 
received which interventions.

Effect size: The difference between two outcomes divided by the standard deviation of the population involved. Effect size focuses on 
the size of the outcome difference rather than the size of the treatment groups.

Equivalence trial: A trial designed to determine whether the effects of two or more treatments differ by an amount that is clinically 
unimportant. 

Experimental arm/group: The group of participants who receive the intervention that is the focus of the study.

Factorial design: A trial design in which multiple groups of participants receive one of multiple combinations of interventions. For 
example, a two-by-two factorial design involves four groups of participants. Each group might receive one of the following: drug A and 
drug B; drug A and a placebo; drug B and a placebo; or two placebos. In this example, all possible combinations of the two drugs and 
placebo are each studied in one group of participants.

Hazard ratio (HR): A ratio comparing two hazard rates (how long until an event occurs). A hazard ratio above 1 suggests that the group 
represented by the first number (usually the treatment group) has a higher likelihood of the event over a specified time period than the 
second group (usually the control group). Unlike odds ratios, which estimate the likelihood of a cumulative event, hazard ratios estimate 
the likelihood of an event at a specific time point.

Intent-to-treat (ITT) analysis: An analysis of a trial’s results that includes the data from every participant randomized, even if not all of 
them received the treatment.
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Interim analysis: A preplanned analysis that compares the arms of a trial before the trial’s official end. This is done so that a trial can be 
stopped if the difference between arms is so great that the participants in the arm with the less effective intervention are being put at risk 
unnecessarily.

Loss to follow-up: See attrition.

Masking: See blinding.

Noninferiority trial: A one-sided version of an equivalence trial, designed to determine whether one treatment’s effect is not worse than 
another’s by a clinically important amount.

Null hypothesis: The hypothesis that there is no difference between two groups. Trials are done with the goal of disproving the null 
hypothesis and showing that a true difference exists.

Number needed to harm (NNH): The average number of people who must be exposed to a risk factor over a specific period in order for 
one person to be harmed by it.

Number needed to treat (NNT): The average number of people who must receive a treatment in order for one person to avoid a 
negative outcome.

Observational study: A clinical study in which participants are observed and assessed for outcomes but not assigned to specific 
interventions. Cohort and case-control studies, among other types, are observational.

Odds ratio (OR): The ratio of the odds of an event in one group (usually the treatment group) to the odds of that event in another group 
(usually the control group). An odds ratio above 1 suggests that the first group is more likely to experience the event, while an odds ratio 
below 1 suggests that they are less likely.

Open-label: Describes a clinical trial in which masking is not used and therefore all parties involved know which participants have been 
assigned which interventions.

p value: The probability (ranging from 0 to 1) that the result observed could have occurred by chance if there were no difference 
between the effects of the interventions in the trial arms. 

Parallel design: A trial design in which two or more groups of participants receive different interventions over the same time period.

Phase I study: A study usually conducted with healthy volunteers to determine a drug’s safety.

Phase II study: A study to gather preliminary effectiveness data in patients with a specified condition. 

Phase III study: A study to gather more information about a drug’s safety and effectiveness by studying different populations, dosages, 
and drug combinations.

Phase IV study: A study occurring after regulatory agencies have approved a drug for marketing to gather further information about a 
drug.

Primary end point: The outcome measure considered the most important for evaluating an intervention’s effect.

Prospective study: A study in which participants are identified then followed over time to observe events. Contrast retrospective study.

Relative difference: The difference in the size of an outcome between two groups, taking their size into account. It is always expressed as 
a ratio or percentage, not in units. For example, if drug A reduces an outcome by 10 points and drug B reduces it by 15 points, the relative 
difference is 50% (drug B reduces the outcome by 50% more than drug A).

Retrospective study: A study in which events have occurred to the participants before they are identified as part of the trial.

Secondary end point: An outcome measure that is less important than the primary end point but is still of interest in evaluating an 
intervention’s effect.

Sham intervention: A procedure or device made to be indistinguishable from the procedure or device being studied but that does not 
contain active processes or components.

Single-blinding: A type of masking in which one group of people involved in the trial (patients, investigators, or reviewers) is unaware of 
which patients have received which interventions.

Standard deviation (SD): The average difference between a set of observations and their mean value, which indicates the spread or 
dispersion of the observations.

Statistically significant: Unlikely to have occurred due to chance alone. Measured by statistical tests that calculate p values and 
confidence intervals, among other results.

Superiority trial: A trial designed to determine whether the effects of one intervention are greater than the effects of another. Contrast 
noninferiority trial.

Surrogate end points: Markers (often physiological or biochemical) that can be relatively easily measured and are used to predict or 
represent important clinical outcomes that would otherwise be hard to measure.
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